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Abstract

In the real-world, we are often given a time budget, within which we have to optimise a problem. In this case, it is essential that we spend our time wisely in order to come up with the best possible solution. Although a wide range of population-based algorithms, such as evolutionary algorithms, particle swarm optimizer and differential evolution, have been developed and studied in recent years, the performance of an algorithm may vary significantly from one problem instance to another. This implies that there is an inherent risk associated with the selection of algorithms. If we adopt an inappropriate algorithm, we will not be able to find a good solution within the given time budget. In this talk, we propose that, instead of choosing a single algorithm and investing the entire time budget in it, it would be better and less risky to distribute the time among multiple different algorithms. A new approach named population-based algorithm portfolio (PAP), which takes multiple algorithms as its constituent algorithms, is proposed based on this idea. PAP runs each constituent algorithm with a portion of the given time budget and encourages interactions among the constituent algorithms with a migration scheme. As a general framework rather than a specific algorithm, PAP is easy to implement and can accommodate any existing population-based search algorithms. This talk will explain the PAP framework and demonstrate its
instantiations on challenging benchmark functions. The experimental results have shown that the PAP algorithms can advance the state-of-the-art by outperforming its constituent as well as other strong algorithms.
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