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1. Introduction

Switched systems are considered to be a class of hybrid systems
which consist of a family of subsystems described by continuous-
time (or discrete-time) dynamics and these subsystems are gov-
erned by a switching signal [1,2]. Switched systems have received
increasing attention over the past few years. It is known that
many real-world systems can be modeled as switched systems, for
example, chemical process systems, transportation systems, com-
puter controlled systems and communication systems. In partic-
ular, many intelligent control strategies are designed based on
the idea of switching controllers to overcome the shortcoming of
using a single controller. As a result, the overall performance is im-
proved [3]. In fact, a large number of papers have been reported re-
cently involving such switching systems. In particular, stability and
stabilization problems were investigated in [1,4]; a filtering prob-
lem was studied in [5]; optimal performance analysis and control
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problems were considered in [6]; and a model reduction problem
was addressed in [7,8].

Recently, there has been an enormous growth of interest in
using the dwell time approach to deal with switched systems [9].
Given a positive constant 74 called ‘dwell time’ and let #(zy)
denote the set of all switching signals with interval between
consecutive discontinuities no smaller than zg, it has been shown
that one can pick 74 sufficiently large such that the switched
system considered is exponentially stable for any switching
signal belonging to .#(74). Hespanha and Morse [10] extended
this concept to develop the ‘average dwell time’ approach
subsequently, which means that the average time interval between
consecutive switchings is no less than a specified constant t;, and
they proved that if such a constant t; is sufficiently large, then the
switched system is exponentially stable. Some extended results on
the average dwell time approach to the switched systems can be
refereed to in [11,8,6] and references therein.

On the other hand, the study of stochastic systems has been
of great interest in many branches of science and engineering
applications. For instance, Lu et al. investigated the robust stability
and the robust stabilization of uncertain stochastic systems with
time-varying delays by using the linear matrix inequality (LMI)
approach [12]. Wang et al. studied the stochastic stabilization
for a class of bilinear continuous time-delay uncertain systems
with Markovian jumping parameters [13]. Xu and Chen designed
arobust %, controller for uncertain stochastic systems with state
delay [14]. Niu et al. designed an integral switching function and
synthesized a sliding mode controller for uncertain stochastic
systems with state delay [15]. Xu and Chen [16] developed an
J, output feedback control for uncertain stochastic systems with
time-varying delays.
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Since the 1950’s, sliding mode control (SMC) has proven to
be an effective robust control strategy for nonlinear systems and
incompletely modeled systems. In the past two decades, SMC has
been successfully applied to a wide variety of practical engineering
systems such as robot manipulators, aircraft, underwater vehicles,
spacecraft, flexible space structures, electrical motors, power
systems, and automotive engines [15]. Basically, the idea of
SMC is to utilize a discontinuous control to force the system
state trajectories to some predefined sliding surfaces on which
the system has desired properties such as stability, disturbance
rejection capability, and tracking ability [11,17]. Many important
results have been reported for this kind of control strategy. In
particular, SMC has been investigated for uncertain systems [18],
time-delay systems [19], stochastic systems [15], Markovian jump
systems [20], switched hybrid time-delay systems [11], and
singular systems [17].

Recently, Shi et al. [20] studied the SMC of Markovian jump
systems. Niu et al. [15] investigated SMC of the uncertain
stochastic systems with time-varying delay, and subsequently, Niu
etal. [21] considered the related problem for It stochastic systems
with Markovian switching. Further, Niu et al. paid some efforts
to solving the switching problem between the sliding surface
functions in [21]. However, it should be pointed out that the SMC
design is under some restricted constraints (see (17) in [21]) which
makes their results somewhat conservative. Thus, it is highly
desirable to find a new SMC switching design to avoid those
constraints. In this paper, it should be noted that the switching
is arbitrary over an average dwell time, but not in the form
of Markovian switching as proposed in [21,20]. To the authors’
knowledge, there are few results reported on the SMC of arbitrary
switching stochastic systems. In fact, investigating this research
problem would be difficult due to the fact that the probability
distribution of switching is not available. Many open questions still
remain unsolved. We shall address some of these problems when
considering the SMC of the switched stochastic systems:

Q1. How to find the sliding surface function to avoid the repetitive
jumps of the trajectories of the state components between
sliding surfaces which may lead to possible instability? Also,
how to avoid those restricted constraints in [21]?

Q2. How to synthesize a SMC law so as to ensure the attraction of
the sliding surface when the system changes from one mode
to another under arbitrary switching?

Q3. When some of the states are not available in a system, how to
design an observer to estimate the states, and design observer-
based SMC?

Motivated by the above questions, in this paper, we are inter-
ested in investigating the observer design and the SMC problems
for a class of continuous-time switched stochastic system. The de-
sign objectives will be implemented as follows:

1. Synthesize a SMC law for the switched stochastic system when
the system states are available for feedback.

2. Assume that some of the system state components are not
available. In such a case, design a sliding mode observer first to
estimate the unmeasured system state components, and then
synthesize a SMC via the estimated system states.

The rest of this paper is organized as follows. The SMC problem
of switched stochastic systems is formulated in Section 2. The main
results of the SMC problem is presented in Section 3. The observer-
based SMC synthesis is given in Section 4. Numerical examples are
provided in Section 5 and we conclude this paper in Section 6.

Notations. The notations used throughout the paper are
standard. The superscript “T” denotes matrix transposition; R"
denotes the n-dimensional Euclidean space; the notation P >
0 means that P is real symmetric and positive definite; I and

0 represent the identity matrix and a zero matrix, respectively;
diag(...) stands for a block-diagonal matrix; Amin(-) (Amax(+))
denotes the minimum (maximum) eigenvalue of a matrix. || - ||
denotes the Euclidean norm of a vector or the spectral norm of
a matrix. For a vector a = (a;) € R", |a| £ ZL |a;| denotes
the 1-norm of the vector a. (£2, ¥, #) is a probability space with
§2 the sample space, ¥ the o-algebra of subsets of the sample
space, and & the probability measure. E{-} denotes the expectation
operator with respect to probability measure £. In symmetric
block matrices or long matrix expressions, we use a star (%) to
represent a term that is induced by symmetry. Matrices, if their
dimensions are not explicitly stated, are assumed to be compatible
for algebraic operations.

2. System description and preliminaries

In the past decades, much attention has been focused on the
study of Itd stochastic systems, since stochastic modeling has
come to play an important role in many branches of science
and industry. The extensive applications of It6 stochastic systems
include population dynamics, macroeconomics, chemical reactor
control, time-sharing and random round-off errors in computer
operation, and other areas [22]. Readers can be referred to [23,24]
for a detailed account of the It stochastic systems. In this paper,
we will consider a class of switched Itd stochastic systems, which
are established on the probability space (§2, ¥, #), and described
by Itd’s form

(2) = dx(t) = [A(B)x(t) + B(u(t, B) + F(B)f (x, 1))]dt
+ D(B)x(t)dw(t), (1)

where x(t) € R" is the state vector; u(t) € R™ is the control input;
w(t) is a one-dimensional (1 — D) Brownian motion satisfying
E{dw(t)} = 0 and E{dw?(t)} = dt. Matrix B is assumed to be of
full column rank. f(x, t) € R" is an unknown nonlinear function
satisfying

IFBf x, Ol <¢(B), Be.s, (2)

where ¢(8) > 0Oare scalars. In the system (X), {(A(8), D(B), F(B))
: B € }is afamily of matrices parameterized by an index set
& = {1,2,...,N}and B : R — .4 is a piecewise constant
function of time t called a switching signal. At a given time t, the
value of S(t), denoted by 8 for simplicity, might depend on t or
x(t), or both, or may be generated by any other hybrid scheme.
Therefore, the switched stochastic system effectively switches
amongst N subsystems with the switching sequence controlled
by B(t). We assume that the value of B(t) is unknown, but its
instantaneous value is available in real time.

For each possible value 8(t) = i,i € .#, we will denote the
system matrices associated with mode i by A(i) = A(B), D(i) =
D(B), F(i) = F(B), where A(i), D(i) and F (i) are constant matrices.
Corresponding to the switching signal 8, we have the switching
sequence {(ip, to), (i1, t1), ..., (K, te), ..., ik € &, k=0,1,...}
with tg = 0, which means that the i;th subsystem is activated
when t € [y, tgr1)-

Assumption 1. Matrix B is of full column rank and the matrix pair
(A(i), B), i € . is assumed to be controllable.

The autonomous system of (1) can be formulated as
(IT) : dx(t) = A(B)x(t)dt + D(B)x(t)dw(t). (3)

Definition 1. The equilibrium x* = 0 of system (3) is said to be
mean-square exponentially stable under B(t) if its solution x(t)
satisfies

E{|Ix(D)[1*} < nllx(to) e, V¢t > ty, forn > 1and A > 0.
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For the switching signal B(t), we revisit the average dwell time
property from the following definition.

Definition 2 ([25]). For any T, > T; > 0, let Ng(Ty, T,) denote
the number of switchings of B(t) over (Ty, To). If Ng(T1, T,) <
No + (T, — T;)/T, holds for T, > 0 and Ny > 0. Then, T, is called
the average dwell time.

As commonly used in the literature, we choose Ny = 0 in
Definition 2.

For stochastic systems, Itd’s formula plays an important role in
the stability analysis. We cite the following result here.

Lemma 1 ([24]. It6’s formula). Let x(t) be an n-dimensional It0’s
process ont > 0 with the stochastic differential

dx(t) = f(t)dt + g(t)dw(t),

where f(t) € R" and g(t) € R™™, Let V(x(t),t) € C>'(R" x
R*; RY). Then, V(x(t),t) is a real-valued Itd’s process with its
stochastic differential given by

dV (x(t), t) = 2V (x(t), t)dt + V,(x(t), t)g(t)dw(t)

LV x(t), £) = Ve(x(t), t) + Ve(x(t), O)f ()

+ %trace(gT () Vi (x(t), )g (1)),

where @2 1(R" x R*; R™) denotes the family of all real-valued func-
tions V (x(t), t) such that they are continuously twice differentiable in
xand t. If V(x(t), t) € C>1(R" x Rt; RT), we set

wmmn:ﬂ%%g
i, 0 = (VA0 V.09,
X1 %,
2
Vi (X(8), £) = <w> .
8Xin nxn

Lemma 2 ([26]). For any real vectors z, y € R" and for any symmet-
ric positive definite matrix X € R™*",

27Ty < ZTX7 'z + y"Xy.

To end this subsection, we recall the following lemma, which
will play a key role in the derivation of our main results in this

paper.

Lemma 3. Given ascalar « > 0, suppose there exist matrices P (i) >
O such that fori e .+,

P()A(@) + AT()P@) + aP@) DT ()P(i)
|: N —P() :| < 0. (4)

Then the switched stochastic system (IT) in (3) is mean-square
exponentially stable for any switching signal with average dwell time
satisfying T, > '“7” with u > 1 and satisfying

P(i) = pP(),
Moreover, an estimate of the mean-square of the state decay is given
by

Vi,je . (5)

E{|Ix(t)[1*} < ne " [Ix(0) 1%, (6)
where

1 b
A:a—nu>0, n=->1,

T, a (7)
a = min Amin(P(0), b = max Amax(P(D)).
Vie NV Vie NV

The desired result can be obtained by applying the piecewise
Lyapunov function approach together with the average dwell time
technique, the detailed proof can be referred to [27].

3. Sliding mode control

3.1. Sliding mode dynamics analysis

In this subsection, we will first analyze the sliding mode dynam-
ics. Since B is of full column rank by assumption, there exists a non-
singular matrix .7 such that

_ 0(117m)><m
78— [Oren], ®)

where B; € R™™ is nonsingular. Taking a singular value decom-
position of B, we have

_ 0(n—m)><m T
B=U [ r ] w', 9

where U 2 [U; U] and W € R™™ are unitary matrices with
U € R™0=M [, ¢ R™™; " ¢ R™™ is a diagonal positive-
definite matrix. For convenience, choose & = UT. Then, by the
transformation z(t) = 7x(t), system (1) becomes

dz(t) = {ZA®).7'z(t) + FBlu(t, i) + F(i)f (x, t)]}dt
+ 7D()7 " z(t)dw(t). (10)
LetA(i) £ 7AG)Z~',B2 7B, D(i) £ 7D(i)7 ' and

= o [AnG)  And)
AmbﬂDAmJ’

_ _ 11
Dy1(i) D12(i) e On—m)xm
Dy (i) |’ B By '

Dy (i)

Then, let z(t) 2 [z (1) zZT(t)]T with z1(t) € R*™ ™ and z,(t) €
R™. Thus, (10) can be written as

D(i) & [

[Sﬁ;gg] = {A(i) [Zgg} + B(u(t, i) + F()f (x, t))} dt
Z(t)

According to the SMC theory [28], we know that the first
subsystem in (12) represents the sliding mode dynamics. Choose
the following linear sliding surface function

s(t) = Kz1(t) + z2(0), (13)

where K € R™ ™M js the parameter to be found within the
autonomous part of the above system.

1 D) [Zl(t)] do(t). (12)

Remark 1. It should be pointed out that the sliding surface func-
tion defined in (13) does not switch with the switching signal 8
(we use K instead of K(B) in (13), which means that K is indepen-
dent of 8), that is, there is a unique (non-switched) sliding surface.
While, in [20] the parameter-dependent sliding surface function
was used. The reason why we chose the parameter-independent
sliding surface function is to avoid repetitive jumps of the trajec-
tories of the state components of the closed-loop system between
sliding surfaces which may cause instability. This has given a par-
tial answer to Q1 above.

Remark 2. Since a decomposition is performed according to
(8)-(9), the SMC in this paper is then synthesized based on the
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transformed system (12). Moreover, the methods used in this pa-
per are based on the linear sliding surface function (13) while the
integral sliding surface function is used in [21]. Hence, those re-
stricted constraints in [21] are no longer imposed in the setting
of this SMC synthesis. This has given the remaining answer to Q1
above. On the other hand, comparing the linear sliding surface
function in (13) of our work with the integral sliding surface func-
tion in [21], it is shown obviously that the linear sliding surface
function is simple thus easier for implementation in practice.

When the system trajectories reach onto the sliding surface
s(t) = 0, thatis, zp(t) = —Kz;(t), the sliding mode dynamics is
attained. Substituting z, (t) = —Kz;(t) into the first subsystem in
(12) yields the sliding mode dynamics:

dz;(t) = [(A11() — A (DK)z1 (1)]dt
+ [(D11(i) — D12 (DK)zy (1) 1da(t). (14)
We will analyze the stability of the sliding mode dynamics in

(14) based on Lemma 3.

Theorem 1. For a given constant « > 0, suppose there exist matrices
Z>0,2@G) >0,20 >0,F >0,20( >0,Q@G) >0and X
such that fori € ¥,

Tu@) T (Dn@)F —Din(X)"
* —2F 0 <0, (15)
* * —2()
—P (i) F
FF =1, 20OP34) =1, 2M)ag) =1, 17)
where

T11() 2 An()F + FAL () — AKX — KTAL () + a2()
Ti() 2 2() — F + An()F — ApHX)".
Then the sliding mode dynamics in (14) is mean-square exponentially

stable for any switching signal with average dwell time satisfying
Ty > 1"7" with > 1 and satisfying

2() < n2(j), PI) < uPQ),

Moreover, if the conditions above are feasible, the matrix K in (13) is
given by K = XF ! = X.Z, thus, the sliding surface function can
be described by

Vije . (18)

s(t) = KF 7 '21(t) + () = KFz1(t) + z2(t) = 0. (19)

Proof. According to Lemma 3 and introducing a slack matrix .#,
it is not difficult to see that the switched stochastic system (I7)
in (3) is mean-square exponentially stable if there exist matrices
P(i) > 0 and .# > 0 such that the following condition holds:

FAG) +AT(DF +aPG) PG —Z+AT(D)F D)
* —2F 0
* * —P7(D)
<0. (20)

By performing a projection transformation to (20) by
I 0

Al 2 |AG) 0 |,
0 P

we can see that the condition in (20) implies (4) in Lemma 3. By
the above analysis, we know that if there exist matrices P(i) > 0
and a slack matrix .# > 0 such that fori € .,

Y1) Y2 (D) — D(HK)'
* 27 0 <0, (21)
* * —P7 (i)
where

T11(i) 2 Z(An () — Ap(DK) + (An () — Ap()K)'F + aP(i),
Ti2() 2 P(i) — 7 + (A1 () — A (DK)".7,

then the sliding mode dynamics in (14) is mean-square exponen-
tially stable. Defining ¥ 2 #~!, 22(i) 2 #P(i)¥ and performing
a congruence transformation to (21) with diag(¥, #, I) gives

Ti() Tia() Du()F — Di()KF)'
* —2F 0 <0, (22)
* * —F2 () F

where

T11() 2 An()F + FAL () — Ap(DKF — FKTAL () + a2()
Tia() £ 2() — F + (An()F — Ap()KF)" .

It can be seen that (22) holds if the following conditions hold

Ti() Ti2G) (D1()F — Di(HKF)'
* —2F 0 <0, (23)
* * —2(1)
_ 1 -1
[ J’* (i) —;1(1')] <o (24)

Let X 2 KF, P()2 2 '(i) and @(i) 2 2 (i), and we have (15)
and (16). Moreover, considering (5) and noting (i) 2 FP({)F
and (i) £ 7! (i), these yield (18). This completes the proof. O

Remark 3. It should be pointed out that we use the condition in
(20), not (4), to solve the sliding surface function in Theorem 1.
Notice that the matrix variables P(i) in (4) are dependent on the
switching set, while the newly introduced matrix variable .# in
(20) is fixed and it does not depend on the switching set. Since
the sliding surface function in (13) is a parameter-independent
function, the parameter K = X ¥ ~! = X.# in (13) is guaranteed
to be fixed given that the matrix variable .# is fixed.

Remark 4. Notice that the condition in Theorem 1 is not a con-
vex set due to the matrix equality constraints in (17). Several
approaches have been proposed to solve such a nonconvex feasibil-
ity problem, among which the cone complementarity linearization
(CCL) method [29] is the most commonly used one.

Problem SMDA (Sliding Mode Dynamics Analysis):

min trace (37?—' + Y 2P0+ Y Q(i)(fz(i))
ie N ied
subject to (15)-(16), (18) and fori € .+,

7 1 2G) 1
I T]ZO’ [1 ,?(i):|20’

2() 1
I @(i)]zo'

(25)

Now using a cone complementarity method [29], we suggest
the following nonlinear minimization problem involving LMI
conditions instead of the original nonconvex feasibility problem
formulated in Theorem 1.

Algorithm SMDA

Step 1. Find a feasible set (#©@, #© 2O ) 2O(q), 20 ),
QO (i), x©) satisfying (15)-(16),(18) and (25). Set ¥ = 0.
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Step 2. Solve the following optimization problem

FOF + 750
+ Y (290230 + 2() P i)

'—T—J;Z(")(i)@(i) + 23()Q® 1))
subject to (15)-(16), (18) and (25)

and denote f* to be the optimized value.
Step 3. Substitute the obtained (&, ¥, 2(i), (i), 2(i), Q(i), X)
into (24). If (24) is satisfied, with

f*—Q2+4N)(n—m)| <o

for a sufficiently small scalar & > 0, then output (&, F,
2(1), P(i), 2(), @(i), X). EXIT.

Step 4. If « > N where N is the maximum number of iterations
allowed, EXIT.

Step 5. Setk =k + 1, (F®, F© | 2® (i), PO (0), 2 (i), @©
(i), XY = (7, F, 23), P®1), 2(), @i, X), and go to
Step 2.

min trace

3.2. Sliding mode controller synthesis

To give an answer to Q2 above, in this subsection, we are in a
position to synthesize a SMC law to drive the system trajectories
onto the pre-defined sliding surface s(t) = 0 in (19). The result is
shown below:

Theorem 2. Suppose (15) - (17) and (18) have solutions & >
0, > 0,231 > 0,231 > 0,21 > 0,Q@) > 0, K and
the linear sliding surface is given by (19). Then, the trajectory of the
closed-loop system (12) can be driven onto the sliding surface s(t) = 0
in a finite time with the control

u(t, i) = —y By 's(t) — (¢(i) + 8(i))sign(Bis(t)), ie.n», (26)
where §(i) > 0, i € .4 are constants and
y 2 ! SUp Amax[ FAG) HT + (FAG)H )T

2 ieN

+ (#D() 3 3D H 1, (27)

where ¢ £ [XF ™' I]|and 3 denotes the Moore-Penrose inverse
of matrix J¢.

Proof. We will prove that the control law (26) can drive the system
trajectory onto the sliding surface s(t) = 0. Consider the following
switching function:

s(t) = KF'z1(t) + zo(t) 2 Hz(t), (28)
where # is defined in (27). According to (10), rewritten as
dz(t) = {A(D)z(t) + Blu(t, i) + F()f (x, t)]}dt

+D(i)z(t)dw(t), (29)
we have
ds(t) = Jedz(t) = {FA>)z(t)

+ J¢Blu(t, i) + F()f (x, )1}dt + FD(i)z(t)dw(t)

= {FAG)FTs(t) + FBlu(t, i) + F()f (x, t)]}dt

+ #D@)FFs(t)dw(t), (30)

where #1 denotes the Moore-Penrose inverse of matrix .

Choose the following Lyapunov function:

1 T
w() = 33 (O)s(t), (31)

thus, along the solution of system (30), by Itd’s formula, we obtain
the stochastic differential as

dW(t) = 2W(t)dt + sT () #D(i) F T s(t)dw(t), (32)
where
ZW(t) = sT(O{FHAG) I Ts(t) + HBlu(t, i) + FO)f x, )]}
+ %sT(t)(g{b(i);{*)TﬂD(i)ws(r)
= sT(t){HAG)FTs(t) + By[u(t, i) + FOf (x, )]}
+ 1sT(t)(JfD(i);W)TJfD(i)ws(t)
2

= %sT(r)[ﬂA(i)Jﬁ + (FAD T
+ (#D@) )T 3D H T s(t)
+sT (OB [u(t, i) + FO)f (x, t)]. (33)

Substituting the SMC law (26) into (33) and noting that ||s” (¢t)B; ||
< |sT(t)B4|, we have

LW(t) = %ST(t)[J(‘/_%(i)Jer + (HAG)FHDT

+ (HD@)H )T #D@FH ]s(t) — ysT (O)s(t) — (@)
+8@)Is" (6)B1] + 5" (OBF(D)f (x, t)

—=8@Is" OBl — D" (OBl + 5" (OBFDf (x, t)
—3@)Is" OBy

—8(i)y/ Amin(B1BD) [s(0)
—8(D)y/ Amin (B1BD (5" (D)s(1)) "/

—/2Amin(B1BY) min (8G)W'2(t)
Vie NV

IANIA

IA I IA

1>

—sW%(t) <0 (34)

where § £ \/2Amin(B1B}) minyic_4 (8(i)c) > 0.

For an arbitrary piecewise constant switching signal 8, and for
anyt > O,welet0 = t) < 1 < - < tp < -,k =
0, 1, ..., denote the switching points of 8 over the interval (0, t).
As mentioned earlier, the ith subsystem is activated when t €
[tk, tegr). Integrating W (t) < —SW2(t) from t; to t and t,_;
toty, k=1,2,...,and taking expectations, we have

EW'2(0)) — EW (1)) < —%8@ — &)

E(W'"2(t0) — EW 2 (t-1)) < —%S(tk ~ 1)

BW'2(6)) ~ EW'2(0)) = —25(t, ~ 0)

Summing the terms on both sides of the above inequalities gives
BW'2(0) ~ BW'2(0)) < —25t.

Thus, it can seen that there exists a time t* < 2E(W1/2(0))/6 such
that W (t) = 0,and consequently s(t) = 0, fort > t*, which means

that the system trajectories can reach onto the predefined sliding
surface in a finite time. This completes the proof. O

4. Observer-based sliding mode control

In this section, we shall study the SMC problem under the
assumption that some of the system state components are not
available. We will first utilize a state observer to generate the
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estimate of unmeasured states, and then synthesize a SMC law
based on the state estimates. To begin this, we give the following
measured output for the switched stochastic system (X'):

y(&) =COx(t), i€ A, (35)

where y(t) € RP is the measured output. We design the following
sliding mode observer to estimate the states of the switched
stochastic system (X):

dx(t) = {A®)x(t) + Blu(t, i) + v(t, i)]
+LA)[y(t) — COR)]}dE, (36)

where X(t) € R" represents the estimate of the system state
x(t),L(i)) € R™P i € . are the observer gains to be designed
later, and the control term v(t, i) is chosen to eliminate the effect
of nonlinear function F (i)f (x, t).

Let e(t) £ x(t) — X(t) denote the estimation error. According to
(1), (35) and (36), the estimation error dynamics is obtained as

de(t) = {[A() — LAC(D]e(t) — Blv(t, i) — F()f (x, £)]}dt
+D(>)x(t)dw(t), (37)
which can be reformulated as
de(t) = {[A() — LAC(D]e(t) — Blv(t, i) — FO)f (x, t)]}dt
+ D(@)e(t)dw(t) + D)X (t)dw(t). (38)

Remark 5. Notice from (38) that the estimation error dynamics
corresponds to a switched stochastic system, and is dependent on
the observer feedback matrix L(i) and state estimates X(t). This
means that the stability analysis of the error dynamics (38) is not
independent of the observer dynamics (36).

Define the following sliding surface functions in the state esti-
mation space and in the state-estimation error space, respectively,
namely:

t
se(t) = B'X [&(r) + / BG&(U)dU:|, (39)
0

se(t) = BT Xe(t), (40)

where X € R™" is a positive definite matrix, and G € R™" is
a constant matrix which is chosen such that the matrices (A(i) —
BG), i € .# are Hurwitz.
The state estimate-based SMC laws are designed as

u(t,i) = =@ @) + x () + x @) + ¢(i))sign(sx(t)), (41)
v(t, i) = (k (i) + ¢(@))sign(s(t)), (42)
where 7 (i) > 0,x(i) > 0,i € .+ are small constants, and the
switching gain y (t) is given as

x(£) = max II(B"XB) ™" I{[IB"X (A(i) + BG) |

+IB"XLOCOITIRO [ + IBXLD | Iy @©)11}-

We will show in the following theorem that the sliding motion
will be driven onto the specified sliding surface sy(t) = 0 in a finite
time and be maintained there subsequently.

Theorem 3. The trajectories of the systems (36) and (38) can be
driven onto the sliding surface s,(t) = 0 in a finite time by the
observer-based SMC (41)-(42).

Proof. Select the following Lyapunov function:
1 T T -1
V() = 55" (t)(B'XB) ™ 'sx(t). (43)

Noting [|sc(t)[| < Isx(t)| and s} (t)sign(se(t)) < [sx(t)|, thus we
have

V(t) = s;(£)(B"XB) ™ "5(t)

= sT(t)(B"XB) 'BTX(% () + BGX(1))

= sT(t)(B"XB)'BTX{(A(i) + BG)(t)

+ B(u(t, i) + v(t, i)) + L) (y(t) — C()x(t))}

lIsy (11 [/(B"XB)~"[I{[|B"X (A(i) + BG)X(t)]|

+ IB"XL()y () || + |IB"XLGC DR}

— (@) 4 x (6) + k(D) + D)5k (t)] + (k (i) + (D)) [sx(0)]
lIsy ()11 [ (B"XB) ™" [[{I|B"X (A(i) + BG)X(t)]|

+ IB"XL@)y ()]l + IB'XLH)CHR() |}

=D Isx @O = x O)llsx(®)]]

—7()ls(D)]] < =DV (D), (44)

where ¢ 2 \/%minie,ﬂ (@) > 0.

Therefore, by using the same methods as in the proof
Theorem 2, we can conclude that the state trajectories of the
observer dynamics (36) can be driven onto the sliding surface
sx(t) = 0 by the observer-based SMC (41)-(42) in a finite time.
This completes the proof. O

IA

IA

IA

According to the sliding mode theory [28], it follows from

Sx(t) = 0 that the following equivalent control law can be
obtained:
Ueq(t, i) = —(B"XB) 'B"X{[A(i) + BGIX(t)

+ L)y (t) — CHRDO1}. (45)
Substituting (45) into (36) yields the sliding mode dynamics in the
state estimation space, which can be formulated as

dx(t) = {[I — B(B"XB)"'BTX][A()X(t)
+L3H)C(i)e(t)] — BGX(t)}dt. (46)

Remark 6. The above work is to design a SMC law based on the
estimated system states, such that the system state trajectories
can be driven onto the predefined sliding surface in a finite
time. Notice from Theorem 3 that the sliding motion in the state
estimation space is attained. This means that the dynamics of the
overall closed-loop systems (36) and (38) will reduce to a system
composed of the estimation error dynamics (38) and the sliding
mode dynamics in the state estimation space (46).

In the following theorem, the sufficient condition for the
stability is given in terms of LMIs for the overall closed-loop system
composed of the estimation error dynamics (38) and the sliding
mode dynamics in the state estimation space (46).

Theorem 4. Consider the switched stochastic system (X') in (1) with
(35). Its unmeasured states are estimated by the observer (36). The
sliding surface functions in the state estimation space and in the state-
estimation error space are chosen as (39)-(40), and the observer-
based SMC law is synthesized by (41)—(42). If there exist matrices
X > 0and L(i) such that fori € .+,

() M)  ~2XB 0
x«  Mp@ 0 COLD| g (47)
* * —B'XB 0 ’
* * * —X
where

I () 2 XAG) + AT ()X — XBG — G'B'X
+ AT (i)XA(i) + D" (i)XD(i),

M (i) 2 £LG)C3) + D' ()XD(),

My (D) 2 XA®) + AT ()X — L£3)C(i)
— CT@)£LT () + DT ()XD(i),
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then the overall closed-loop switched stochastic system is stable.
Moreover, the observer gain is given by

LG) = X' L£G), ie.nr. (48)
Proof. Select the following Lyapunov function:
V@R e, i) 2 V(% i)+ V(e i),

7 /A N A 1,\7' A
V(x, i) =2 Ex (HXx(t),

Ve, i) 2 %er(t)Xe(t). (49)

Thus, along the solution of systems (38) and (46), by Lemma 1, we
have

PV, ) = & OX{I —BB'XB)"'B'X]

x [A(@R(t) + L{H)C(@)e(t)] — BGR(t)} (50)
2V (e, i)
= e (DX{[A() — L()C()]e(t) — Bv(t, i) — F()f (x, )]}
+ %XT(I)DT(i)XD(i)x(t). (51)

Thus, we have
PV, e, i)
= %&T(t)(XA(i) + AT(@)X)R(t) + & (H)XLH)C(De(t)
— T (t)XB(B"XB) " 'BTXA(i)X(t)
— &7 (t)XB(B"XB)~'BTXL(i)C (i)e(t)
—XT(HXBGR(t) + e (HX[A®) — LH)C(i)]e(t)
— el (OXBlv(t, i) — F()f (x, )]
+ %XT(t)DT(i)XD(i)x(t). (52)

Notice (42) and ||se(£)|| < |Se(t)]. Thus,
— el (OXB[v(t, 1) — F()f (x, )]
= —s3 () (e (i) + P (D)sign(se (D)) + s, (OF (DF (x, 1)
QORI GIERIOI EAG]
—k(Dlse (®)] < 0. (53)

IA

IA

On the other hand, by Lemma 2, we have
—&T(t)XB(B"XB) " 'BTXA(i)x(t)
1. _ N
< E{xT(t)XB(BTXB) 1BTX&(t)
+ & (AT (HXADR(D)},
and
—&T()XB(B"XB) ~'BXL(i)C (i)e(t)
1.1 Typy—1pTv3
< 5{x (t)XB(B"XB) ~'BTX&(t)
+el OCTGHLT HXLGE)C()e(t)).
Considering (50)-(53), we have

- 1
ZVR e i) < E;T(t)sz(i);(t), (54)
where ¢ (t) & [’;8] and 2(i) & [92“) gggg]with

211() 2 X(A() — BG) + (A(i)) — BG)'X + 2XB(B"XB)~!
x BTX + AT ()XA(i) + DT ()XD(i),

212(i) £ XL()C (i) + D' ()XD(i),
22(3) 2 XAG) + AT ()X — XL(H)C (@) — CT (LT ()X
+ CTG)LT ()XL@G)C (i) + DT ()XD(i).
Let £(i) £ XL(i) and by the Schur complement, (47) implies £2 (i) <
0. Thus,
2V, e i) <0.

By [30] we know that the overall closed-loop switched stochastic
system composed of the estimation error dynamics (38) and the
sliding mode dynamics in the state estimation space (46) is stable.
This completes the proof. O

The results of this section have given a full answer to Q3 in
Section 1.

5. Illustrative examples

Example 1 (SMC Problem). Consider system (1) with N = 2 and
the following parameters:
Subsystem 1.

—03 02 0.2
Al)=| 03 -0.1 03],
| 0.1 —02 04

(0.7 0 0.1 0
D(1)=1]0.1 03 0.2{, B=| 0|, F(1) = 1.6. (55)
0103 0.1 04 2.0

Subsystem 2.

—0.5 0.2 —-0.1
A2)=|-02 01 04 |,
. 0.3 0.1 03
[0.5 0.1 O
D2)=]0.1 06 03], F(2)=2 (56)
010.2 0.1 0.3
and @« = 0.5,f(x,t) = 0.5exp(—t)sin(,/x* +x3 +x3). We
checked that the above system with u(t) = 0 is unstable for

a switching signal given in Fig. 1 (which is generated randomly,
here, ‘1’ and ‘2’ represent the first and the second subsystem,
respectively). Therefore, our aim is to design a SMC u(t) such that
the closed-loop system is mean-square exponentially stable for
T, > T = 0.1 (in this case, the allowable minimum of u is
Mmin = 1.0513). To check the stability of (14) with T, > T = 0.1
(that is, set 4 = 1.0513), we solve (15)-(17), (18) and (19) in
Theorem 2 by Algorithm SMDA, and obtain

s(t) = KF 7 'zi(t) + zo(t)
= [1.1775 1.4840 1.0000]x(t). (57)

Now, we will design the SMC of (26)-(27) in Theorem 2. By
computation, we have

2 [xFT 1] =[1.1775 1.4840 1.0000]

gt =[0.2566 0.3234 0.2179]',  y =0.4797,
¢(1) =0.8, ¢(2) = 1.0.
Thus, the SMC in (26) can be computed as
0.4797
u(t,1) = — > s(t)
— (0.8 +6(1))sign(s(t)), i=1
u(t) = Y (58)
U(t, 2) . _Ts(t)
— (1.0 4+ 8(2))sign(s(t)), i=2.
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‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ -0.2 : : :
0 1 2 3 4 5 6 7 8 9 10 7 8 ° 10
t/sec t/sec
Fig. 1. Switching signal with average dwell time T, > T = 0.1. Fig. 3. Sliding function s(t).
1
05t |
0 |- I
—05+ -
1tk N
15 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ -15 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
55 p 5 3 " 5 A - 8 s 10 0 1 2 3 4 5 6 7 8 9 10
t/sec t/sec
Fig. 2. State of the closed-loop system with (58). Fig. 4. Control input u(t).
) ) 15
To prevent the control signals from chattering, we replace
sign(s(t)) with s(t)/(0.01 + [|s(t)]). Set §(1) = §(2) = 1 |
and the initial condition x(0) = [—1 0.5 1]T. By using
the discretization approach in [31], we simulate the standard 1
Brownian motion. Some initial parameters are given as follows: the
simulation time t € [0, T*] with T* = 10, the normally distributed
variance 8t = .= with N* = 21, step size At = pét with
p = 2, the number of discretized Brownian paths p = 10. The 1
simulation results are given in Figs. 2-6. Among them, Figs. 2-4
are the simulation results along an individual discretized Brownian 1
path. Fig. 2 shows the state response of the closed-loop system with e
(58). The sliding function and the SMC input are given in Figs. 3 -15F G 1
and 4, respectively. Figs. 5 and 6 are, respectively, the simulation
results on x(t) and s(t) along 10 individual paths (dotted lines) and -2r 1
the average over 10 paths (solid line).
B e R B S S

t/sec

Example 2 (Observer-Based SMC Problem). Consider system (1)
with N = 2 and the following parameters: Fig. 5. Individual paths and the average of the state of the closed-loop system with

Subsystem 1. (58).

—-07 02 0 01 02 0 1 1
A()=]| 03 -04 0|, p(1)=(003 01 02|, B=|2 1],

0 04 0.2 0 0.1 0.05 1 2
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1 I I I I I I I I I

0 1 2 3 4 5 6 7 8 9 10
t/sec

Fig. 6. Individual paths and the average of the sliding function s(t).

cy=[o5 03 05], FI=[10 1.0]. (59)
Subsystem 2.
—05 02 0
A2)=| 03 -04 0
0 02 02
002 02 0
DR2) =003 0.1 0.1 |,
0 0.1 0.5

c@2=[03 04 07], F@=[20 20],

f(x, t) = exp(—t) sin(y/x3 + x3 + x3). (60)

In this example, we will consider the SMC design in the case where
some of the system state components are not available. According
to Section 5, we first design a sliding mode observer in the form
of (36) to estimate the system states, and then synthesize an
observer-based SMC as in (41)-(42). We select matrix G as follows:

c_[05 25 -20
“lo3 —-15 40

and solving the LMI conditions (47) and (48) in Theorem 4, we have

0.3407 0.2683
L(1)=|0.3131|, L(2)=0.1924
1.1459 0.9101
According to (39)-(40), we have
[0.7363 1.7711 0.3251] .
(D =106530 06437 1.2172|%X0O 0@,
(1) = [3.2491 6.7726 3.4232] o
o) =126981 22973 8.6092|*")
[0.7363 1.7711 0.3251]
e = 106530 06437 12172 €D

The state estimate-based SMCs are designed in (41)-(42) with ¢ (1)
and ¢ (2) being ¢ (1) = 1.415, ¢(2) = 2.830, respectively, and

x(6) = 7.3549 max{[[|B"X (A() + BG)|

+ IB"XLACO IR + IIB"XLG) [ Iy ()11}
7.3549 max{(12.5680||x(t)|| + 1.2553|ly(t)|),
(12.3576||X(t) || + 0.9349||y(t)|)}-

6. Conclusion

The problem of SMC of a continuous-time switched stochastic
system has been investigated in this paper. A sufficient condition
for the existence of reduced-order sliding mode dynamics has
been derived, and an explicit parametrization of the desired sliding
surface has also been given. Then, the SMC for reaching motion has
been synthesized. Moreover, we have further studied the observer
design and observer-based SMC problems. Some related sufficient
conditions have also been established and the observer-based SMC
has been synthesized. Numerical examples have been provided to
illustrate the effectiveness of the proposed theory.
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