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Abstract
Partial Least Squares (PLS) has been around for five decades with accelerated adoptions and applications in many fields,
including engineering, social science, finance, analytic chemistry, bioinformatics, and brain-computer interface. There are
two common purposes for PLS modeling. One is to interpret the latent scores and loadings to explain variations in the
input data X. The other is to predict output data Y using the X latent variables, which is known as PLS regression (PLSR).
While PLS provides a viable approach to the regression problem where OLS is ill-conditioned, it has a unique latent
variable structure that models both output data variations and the output-relevant input data variations.

In this talk I give the motivation for PLS, the popular NIPLS algorithm, its interpretations and properties, its connection
with the conjugate gradient, and its difference from other regularized methods such as the Lasso and ridge regression. A
few simulated and real application examples are given for the cases of collinear data and small data to appreciate the
uniqueness of PLS. 
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