Modeling OH transport phenomena in cold plasma discharges using the level set method
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Abstract
Cold atmospheric plasmas (CAPs) have attracted considerable interest in the field of plasma medicine. Generated reactive species such as hydroxyl (OH) species play an important role in applications of CAPs. Transportation of OH species towards the target and distribution of these OH species in the plasma plume play an important role in the applications of plasma medicine. In the present work, a computational model was built to simulate the transportation and distribution of OH species in CAP discharges, which was based on the level set method to dynamically track the propagation of plasma carrier gas in air. A reaction term was incorporated for the OH species. The OH species tended to diffuse around the main stream of the carrier gas, and thus covered larger radial and axial distances. A CAP discharge onto a skin layer led to the largest accumulation of OH species at the central part of the exposed area. The distribution of OH species on the skin was asymmetric, which agreed with experiments. The computational model itself and the obtained results would be useful for future development of plasma medicine.
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1. Introduction

The field of plasma medicine has been progressing rapidly in recent years [1–3]. The employment of cold atmospheric plasmas (CAPs) has been found to be promising in plasma medicine, materials processing and surface treatment [4–21]. CAPs could be generated through (1) a dielectric barrier discharge (DBD) and (2) a plasma jet, including various reactive species such as OH. CAPs could be based on different working gases, such as (1) noble gas, (2) N\(_2\) and (3) air [22]. A room temperature plasma jet could be easily generated using a noble gas as the working gas, when compared to N\(_2\) or air [23]. Different types of noble gas CAP jets have been reviewed [24–30]. The composition of reactive species in CAPs could be changed by regulating the voltage, frequency, working and feeding gases, and humidity [31]. CAPs have shown significant potential for cancer therapy [32–34], tooth bleaching [19], wound healing [35, 36], inactivating microorganisms [37], improving the performance of polymers [38] and enhancing the adhesion between polymeric joint-replacement materials and bone [39]. Previously, Li et al [40] studied a microwave jet plasma system which generated nitric oxide and compared the effects on HeLa cells with those from DBD plasma. The authors noted that atmospheric pressure non-thermal plasma was an effective and safe method for clinical cancer therapy. In a separate study, Ishaq et al [41]
reviewed the mechanisms and impact of atmospheric pressure plasmas for efficient anticancer therapies. The reactive species generated by atmospheric pressure plasma affected the metabolism of the cancer cells and caused detrimental effects on the proliferation of tumor cells. More recently, Lu and Ostrikov [42] comprehensively reviewed the features of atmospheric pressure plasmas. The plasma bullet feature was also discussed. In particular, the plasma tended to propagate in the direction of the gas flow. The repeatable and regular features of atmospheric pressure plasma were noted. It was proposed that the high concentration of seed electrons controlled the threshold at which an atmospheric pressure plasma plume showed a distinctive repeatable propagation mode.

To help understand the underlying mechanisms of CAPs, and to facilitate future development of plasma medicine using CAPs, a computational model which could accurately explain and predict the transportation and distribution of reactive species in CAPs would be indispensable. The present work was devoted to the development of such a computational model. Schröder et al [43] was one of the pioneer groups who developed a parameterized model, which could be used to simulate the species densities generated by a plasma needle and the corresponding heat transfer to a skin layer. However, the plasma plume and its subsequent transportation to the target were not examined.

Experimental data should be available to provide validation of the developed computational model. In a recent study, Yue et al [23] performed experiments to reveal variations in concentrations of reactive species, such as hydroxyl (OH) species, for five different CAP devices through laser induced fluorescence (LIF) spectroscopy, which provided useful data for validation of a computational model. As such, in the present work, a computational model was built to simulate the transportation and distribution of OH species in CAP discharges, which was based on the level set method to dynamically track the propagation of plasma carrier gas in air. A reaction term was incorporated to account for the OH species. It was previously established that OH species had a lifetime of milliseconds (ms) in helium atmospheric plasma jets [23], and there was a minor decrease (25%) in OH concentrations at 1 ms in the afterglow due to termination reactions and some by diffusion [44].

We previously investigated the interaction between a plasma plume and a skin layer and the associated heat transfer mechanism using the phase field method [45]. We also examined the interaction of a plasma plume with a water medium [46] and with blood for leukemia treatment [47] using the level set interface tracking method. These studies highlighted the importance of fluid-dynamics analysis for CAP applications. In the present work, we extended our previously developed model [46, 47] to simulate the transportation of OH species in CAP discharges using the finite element method (FEM). Propagation of the plasma plume discharged out of the nozzle was tracked in air using the level set method. Transportation of the OH species in the plasma plume and air by both diffusion and convection was also considered.

2. Materials and methods

2.1. Mathematical models and system setup

The system was modeled in a three-dimensional (3D) Cartesian coordinate system using the FEM technique. A rectangular chamber (domain $\Gamma_1$ in figure 1) was modeled with dimensions of $50 \times 50 \times 50 \text{ mm}^3$, with a cylindrical nozzle (domain $\Gamma_2$ in figure 1) having an inner diameter of 2 mm attached to the center of its surface along the positive z-axis. The chamber was initially filled with air at atmospheric pressure and all surfaces were considered to be exposed to open air (i.e. they behaved as outlets). The nozzle (domain $\Gamma_2$) initially contained He gas, which allowed us to initialize the level set variable at the boundary that attached the nozzle to the chamber. The air in the chamber was assumed to be initially at rest and the plasma carrier gas was injected into the air domain at a specific flow rate $Q$.

The present system contained the plasma carrier gas (He gas) and air. Propagation of the plasma carrier gas in air was described using the level set function as

$$\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi = \gamma \nabla \cdot \left(\varepsilon \nabla \phi - \phi (1 - \phi) \frac{\nabla \phi}{|\nabla \phi|}\right) \quad (1)$$

where $\gamma$ was introduced for better numerical stability by reducing the oscillations in the level set function and at the same time keeping the interface thickness constant. The level
set method was an interface capturing method widely used in two-phase flow problems. Equation (1) described the level set function that was coupled to the fluid-dynamics module (i.e. physics model) through the velocity field $u$. In equation (1), $\phi$ represented the level set variable that varied between 0 and 1 at either side of the interface of the two fluids involved in the system (i.e. air and plasma plume). The level set function shown in equation (1) was taken from the previous work of Olsson et al. [48, 49]; this was expressed as the so-called ‘stabilized advection’ that tended to stabilize the profile across the interface in the direction normal to the interface itself. Using this equation, good accuracy, conservation and convergence were achieved [48, 49]. The Navier–Stokes momentum and continuity equations were also used:

$$\frac{\partial u}{\partial t} + \rho (u \cdot \nabla) u = \nabla \cdot [-p I + \mu (\nabla u + (\nabla u)^T)] + F$$

(2)

$$\frac{\partial p}{\partial t} + \nabla \cdot (\rho u) = 0$$

(3)

where $\rho$ was the density, $P$ was the pressure, $u$ was the velocity field and $F$ was the total force acting on the components in the system. The present model contained input and output boundaries. The input came from the inlet nozzle that pumped plasma into the air chamber. The side boundaries enclosing the air chamber were set to be outlets. The mass loss was taken into account through the continuity equation shown in the differential form in equation (3). The rate of mass entering the system was equal to the rate of mass leaving plus the mass accumulating within the system.

Moreover, $F$ could be mathematically represented as $F = \rho g F_{ad} + F_{st}$, where $\rho g$ was the body force, while $F_{ad}$ and $F_{st}$ represented the surface tension and volume force, respectively. For a system consisting of two phases, the total force was added to the whole computational domain in which the two phases were present. Similar mathematical approaches were employed in our previous works [46, 47, 50]. The Navier–Stokes equations were solved for each phase. For a multiphase domain, the physical properties such as density ($\rho$) and dynamic viscosity ($\mu$) varied from phase 1 to 2 over the interface as $\rho = \rho_1 + (\rho_2 - \rho_1) \cdot \phi$ and $\mu = \mu_1 + (\mu_2 - \mu_1) \cdot \phi$, where $\rho_1$ and $\rho_2$ were the dimensionless densities of phases 1 and 2, respectively, while $\mu_1$ and $\mu_2$ were the dimensionless viscosities of phases 1 and 2, respectively [48].

Here, we focused on the transportation of OH species. The level set function was fully coupled with equation (4):

$$\frac{\partial c_{OH}}{\partial t} + \nabla \cdot (-D_{OH} \nabla c_{OH}) + u \cdot \nabla c_{OH} = S_{OH} + R_{OH}$$

(4)

which described the transportation of OH species through diffusion and convection, where $c_{OH}$ was the concentration of OH species, $D_{OH}$ was the diffusion coefficient, $u$ was the velocity field, $S_{OH}$ and $R_{OH}$ were the source and reaction terms of the OH species (described below using equation (5)). The $\nabla$ operator in the 3D coordinate system could be represented as $\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)$. The common variable for coupling the level set function and fluid dynamics was the velocity field $u$. After coupling with equation (4), the convection term would depend on the flow of the plasma carrier gas in air. In equation (4), $\partial c_{OH}/\partial t$ and $\nabla c_{OH}$ described the temporal and spatial changes in the concentration of OH species after they were released from the source.

Reactions in the system would reduce the concentration of OH species. In a previous study, the concentration of OH species was found to have reduced by 25% after 1 ms in the plasma afterglow gas in air. In equation (4), $\partial c_{OH}/\partial t$ and $\nabla c_{OH}$ described the temporal and spatial changes in the concentration of OH species after they were released from the source.

$$c_{OH}^b = c_{OH} e^{-\lambda t}$$

(5)

where $c_{OH}$ was the concentration of OH species without considering the reactions. The reaction term defined in equation (5) was solved over the grid for each spatial point, i.e. the concentration of OH species for each spatial point in the plasma plume or air was determined for each time interval. Some major reactions of the OH species in helium atmospheric pressure plasmas and the corresponding reaction rate coefficients are given in table 1. These reactions were taken from the previous work of Liu et al. [51]. Interested readers can refer to [51] for the original list of reactions.

The system was solved through finite elements with a finite number of nodes in space, so it was important to find the optimal grid/mesh size, i.e. as fine as practically achievable, to give accurate results. Three different (from coarser to finer) grid sizes were studied, with information provided in the section on the computation scheme below. The present model could be used for modelling oxygen and its species. However, appropriate diffusion coefficients for O species would need to be input into the model.

The movement of OH species, independently of the carrier gas flow, was controlled by diffusion, while the movement of these OH species following the flow of the carrier gas (e.g. from the source into other domains) was controlled by convection. Both diffusion and convection could be referred to as ‘transport’ mechanisms and played key roles in determining the distribution of OH species, with the relative importance related to the ambient medium and concentration gradient (affecting diffusion) and the flow rate (affecting convection).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient (cm$^3 \cdot s^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e + H_2O \rightarrow OH + H^+$</td>
<td>$f(T_e)$</td>
</tr>
<tr>
<td>$H^+ + O \rightarrow OH + e$</td>
<td>$1 \times 10^{-9}$</td>
</tr>
<tr>
<td>$O^+ + H \rightarrow OH + e$</td>
<td>$5 \times 10^{-10}$</td>
</tr>
<tr>
<td>$He^+ + OH \rightarrow OH^+ + He + e$</td>
<td>$7.8 \times 10^{-10}$</td>
</tr>
<tr>
<td>$He^+_2 + OH \rightarrow OH^+ + 2He + e$</td>
<td>$6 \times 10^{-10}$</td>
</tr>
<tr>
<td>$He^+ + OH \rightarrow O^+ + H + He$</td>
<td>$1.1 \times 10^{-9}$</td>
</tr>
<tr>
<td>$He^+_2 + OH \rightarrow OH^+ + 2He$</td>
<td>$1.2 \times 10^{-9}$</td>
</tr>
</tbody>
</table>
The fluxes of OH species were defined to ensure the flow of these species from the nozzle along the z-axis, and to accurately control the distribution of these species. The largest inflow concentration was set to be 1 mol m$^{-3}$, which made it easier to score the non-dimensionalized and normalized forms of concentration of OH species in the system. Three different concentration influxes were used to obtain accurate distributions of the OH species at the nozzle outlet, which ensured that the predicted concentration gradients were comparable to those obtained experimentally. The diffusion coefficient $D$ of the OH species was set as 0.25 cm$^2$ s$^{-1}$ [52], which controlled the rate at which these species were transported.

### 2.2. Skin layer modeling

As regards CAP treatment of skin related diseases, the concentration and spatial distribution of reactive species (e.g. OH species) over the skin would determine the treatment effectiveness. Experimental determination of the spatial distribution of reactive species is tedious. In the present work, the concentrations of OH species over a skin layer were determined for two flow rates, namely, (i) 1 L min$^{-1}$ and (ii) 2 L min$^{-1}$, and for each flow rate three nozzle-to-skin distances were considered, i.e. (i) 3 mm, (ii) 4 mm and (iii) 5 mm. Figure 2 schematically shows the system setup in the presence of a skin layer (domain $\Gamma_3$). The dimensions of the modeled skin layer were $40 \times 40 \times 1.7$ mm$^3$ and all the boundaries were set to be no-slip. In fact, the skin layer acted as a solid body and the plasma carrier gas interacted with its surface. In the present study, for simplicity, we assumed the whole skin layer as a dry dielectric with a no-slip boundary condition at its surface. Due to the no-slip boundary condition, the skin layer exerted a retarding force on the carrier gas flow and the speed at the skin surface was zero. Under the no-slip boundary condition, the OH species would not be further transported upon reaching the skin surface and could be treated as having stuck to the skin surface (i.e. with a sticking coefficient of 1). A discussion on heat transfer between the skin and the carrier gas and subsequent dispersion of the carrier gas over the skin layer can be found in our previous work [45].

### 2.3. Computation scheme

The present model was numerically solved in parallel on a supercomputer consisting of dual Intel Xeon E5-2630 v3 2.40 GHz CPUs. The system was solved for 0.01 s with a time step of $10^{-3}$ s. Employing longer time steps was possible, but significantly longer time steps might prevent the model from converging to the solution effectively. The finest time step would be recommended for the available computational resources. Three different grids/meshes were studied, namely (1) grid 1, (2) grid 2 and (3) grid 3, which consisted of 9745, 24 121 and 69 814 domain elements, respectively, and which needed average overall computation durations of $\sim$36 min, $\sim$52 min and 6 h, respectively.

### 3. Results and discussion

#### 3.1. Validation

The present model consisted of two parts, namely, (1) a two-phase flow and (2) diffusion. We validated the two-phase flow part of the code with a previously performed experiment involving the pinch-off of an air bubble under water [53]. The variations in the neck radius versus time obtained experimentally were compared with those predicted using our model, and good agreement was achieved as shown in figure 3. In addition, the present model could successfully capture the interface between air and water. The comparison showed that the two-phase flow part of the model could accurately simulate two-phase flow problems. The one-dimensional (1D) diffusion equation was also solved.
analytically (see appendix A). The predicted temporal and spatial distributions of OH species using our model were compared with the analytically obtained results for $c_L = 0$ and $c_R = 0.5$ (see appendix A for definitions) in figure 4 and a remarkable agreement was achieved.

3.2. Fluid-dynamics analysis of CAP discharges

The volume fractions of plasma carrier gas from the nozzle outlet up to 50 mm away were obtained for the flow rate of 1 L min$^{-1}$. These volume fractions were scored for the central and four peripheral axes (i.e. averaged over a line extending from the nozzle outlet up to the end of the $\Gamma_1$ domain) (see figure 1). The variations in volume fraction of the carrier gas versus time are shown in figure 5. Initially, $\Gamma_1$ did not contain any carrier gas, i.e. the volume fraction was zero. Upon injection of carrier gas into $\Gamma_1$, the volume fraction started to increase with time almost linearly. An interesting feature was that the volume fraction along the axis of the nozzle was higher compared to those along the peripheral points (see the inset in figure 5). This difference was attributed to the no-slip boundary condition for the nozzle walls. The adhesion between the fluid (i.e. plasma carrier gas) and the solid (i.e. nozzle walls) led to a retarding force on the carrier gas flow along the nozzle periphery, so the axial flow speed increased to compensate for the reduction in the peripheral flow speed. Hence, the carrier gas flow rate along the nozzle axis increased, and a larger volume of carrier gas could be injected into $\Gamma_1$ from the axis when compared to the periphery. The largest plasma carrier gas volume fraction was $\sim 0.032$ and $\sim 0.029$ along the axis and periphery of the nozzle, respectively. The carrier gas volume fractions at the periphery were close to one another (see figure 5), which reflected the ‘isotropy’ of the carrier gas flow out of the nozzle in the presence of ambient air. In summary, plasma discharges in air without external opposing forces (i.e. forces disturbing the flow) followed a straight trajectory (see experimental observations in figure 11), with the axial flow leading the propagation of the carrier gas in air. In fact, the flow of the carrier gas was in the

---

**Figure 4.** Variations in normalized concentration versus normalized distance at different non-dimensionalized time steps ($\tau$) obtained from (a) analytical solution and (b) the FEM model.

**Figure 5.** Volume fraction of plasma carrier gas versus time at different locations of the nozzle for the flow rate of 1 L min$^{-1}$ along the axis extended up to 50 mm away. The inset shows the locations in/around the nozzle for the measurements.
laminar regime \((Re \approx 8.65 \times 10^{-4} \text{ at } 1 \text{ L min}^{-1})\) flow rate in the nozzle), and formation of a turbulent flow was not observed.

The axial flow speeds at 5 mm away from the nozzle outlet in \(\Gamma_1\) for the flow rate of 1 L min\(^{-1}\) was determined. As shown in figure 6(a), the axial flow speed increased with time and it started to reach a constant value for \(t > 0.0025 \text{ s}\).

The coordinates (in mm) of the point used to score the axial speed were (25, 25, 5). To ensure a steady-state flow of carrier gas from the nozzle, the discharge speed from the nozzle outlet into \(\Gamma_1\) was obtained for the flow rate of 1 L min\(^{-1}\). As shown in figure 6(b), the speed of the carrier gas did not vary with time. The speed out of the nozzle did not vary with time. A similar scenario was used to ensure a steady-state flow of carrier gas in our previous work [47]. It is remarked here that the final conclusion can be accurately drawn only under the steady-state flow of carrier gas.

The distributions of speed in the middle of the \(\Gamma_1\) domain along the axis perpendicular to the nozzle outlet for the flow rate of 1 L min\(^{-1}\), obtained at 0.001, 0.004, 0.007 and 0.01 s, are shown in figure 7. Apparently, regions farther away from the outlet nozzle were affected for longer plasma discharges.

**Figure 6.** Variation of (a) axial carrier gas speeds versus time at a point 5 mm away from the nozzle outlet and (b) speed of the carrier gas at the nozzle outlet versus time.

**Figure 7.** Speed distribution created in the air domain due to plasma discharge at (a) 0.001, (b) 0.004, (c) 0.007 and (d) 0.01 s.
The speed distribution was important in that it determined the dispersion and transport of the reactive species in the domain in which the plasma was discharged.

3.3. Transportation and distribution of OH species

The OH species were transported out of the nozzle through convection of the carrier gas as well as diffusion. The spatial distribution of OH species was determined for the flow rate of 1 L min$^{-1}$, as shown in figure 8. The concentration was highest near the nozzle outlet, and extended up to $\sim$5 mm. The OH species tended to diffuse around the main stream of the carrier gas and covered larger radial and axial distances. Remarkably, a similar spatial distribution of OH species was experimentally obtained using LIF spectroscopy [23]. Interestingly, the OH species were not dispersed in air, but were accumulated around the carrier gas. The OH species were initially launched in the carrier gas, so the velocities of these species were mainly controlled by the velocity of the carrier gas, which led to stronger cohesion between the species and the carrier gas when compared to air (mainly through convection). Therefore, the OH species would mainly accumulate around the carrier gas that tended to advect them in 3D space. In addition, a smooth transition was achieved for the interface between the OH species and air, as shown in figure 8.

The variations in the concentration of OH species along the nozzle axis were obtained and compared with experimental data for devices 1, 4 and 5 in figure 9(a), and for devices 2 and 3 in figure 9(b) (see [23] for information on the five devices). The theoretical predictions were in good agreement with the experimental data. The five devices included in [23] could be classified into two categories, namely, category 1 (devices 1, 4 and 5), which included devices with the ground ring electrode to enhance discharge inside the dielectric tube, and category 2 (devices 2 and 3), which included devices with only a pin electrode but not the ground ring electrode so formation of the species inside the device was minimized [23]. For category 1, the enhancement of discharge inside the dielectric tube weakened the electric field along the plasma plume in open space, which resulted in a lower output of reactive species, so the peak OH concentrations occurred at smaller distances ($\sim$2 mm) from the nozzle outlet when compared to category 2 (2–3 mm), as shown in figure 9. Our simulations employed the same maximum source strength of 1 mol m$^{-3}$ for devices in both categories 1 and 2. However, different distributions of influxes were needed for devices in categories 1 and 2, since production and reactions of reactive species were not considered. These influx distributions determined the initial distributions of OH species that were already generated and were residing in the dielectric tube. The results in figure 9 demonstrated that the present multiphysics model could accurately determine the transportation and distribution of OH species in CAP discharges. Some discrepancies between the predictions and experimental results were noticed for coarser grid sizes (i.e. grid 1), which however were minimized for finer grid sizes.

3.4. Spatial distribution of OH species over a skin layer

A CAP discharge onto a skin layer led to dispersion of reactive species over the skin surface, as shown in figure 10. Figure 10 also shows that the plasma followed a straight trajectory in air in the absence of external opposing forces. The snapshot aimed to demonstrate CAP discharge onto the skin, but not to compare the generation of OH species from our model and the experiment. Yonemori and Ono [54] used similar images of discharge towards and along a glass surface with a helium flow to demonstrate the dispersion of a CAP on a solid surface with no intention of comparing the method and location of OH species production. The spatial distributions of OH species over the skin layer (f$\chi$ in figure 2) (average value of the variable c$_{OH}$ was scored over the nodes on the skin surface) were determined for nozzle-to-skin distances of 3, 4 and 5 mm, and for the carrier gas flow rate of 1 L min$^{-1}$ (shown in figure 11) and 2 L min$^{-1}$ (shown in figure 12).

As shown in figure 11, the skin area exposed to the maximum concentration of OH species was underneath the nozzle outlet, for all studied nozzle-to-skin distances. However, when the nozzle-to-skin distance increased, the concentration of OH species on the skin layer decreased, which agreed with the results in figure 9. Interestingly, the exposed area on the skin layer was reduced when the nozzle-to-skin distance increased, which was attributed to the decrease in the speed of the carrier gas with increasing distance from the nozzle outlet, and thus smaller dispersion of the OH species over the skin layer. The trend was also compatible with the findings of Luan et al [55] that when polystyrene polymer
films were exposed to CAP discharges, the polymer etch rate decayed exponentially with the nozzle-to-surface distance. These results also highlighted the important role played by nozzle-to-surface distance in the interaction between CAPs and surfaces.

As shown in figure 12, when the flow rate of the carrier gas was increased to 2 L min$^{-1}$, the exposed area on the skin surface increased accordingly. Interestingly, however, the exposed area was almost independent of the nozzle-to-skin distance. For larger flow rates of the carrier gas, the CAP discharge could reach the skin layer effectively, so the OH species transported through convection could distribute over the skin layer. On the other hand, the concentration of OH species decreased with increasing nozzle-to-skin distance, which was attributed to the decrease in the concentration of OH species with increasing distance from the nozzle outlet.

On the other hand, the size of the exposed area on the skin increased with the flow rate of the carrier gas. From figures 11(a) and 12(a), the exposed areas were $\sim$193 and $\sim$342 mm$^2$ for carrier-gas flow rates of 1 and 2 L min$^{-1}$, respectively (assuming circular exposed areas for simplicity). The asymmetric distributions of OH species on the skin (i.e. inferred from the shape of exposed areas in figures 11 and 12) were also interesting, which was compatible with experimental observations of plume dispersion, as shown in figure 10. As such, solving the problem in 3D was well justified and strongly recommended.

4. Summary and conclusions

In the present work, a model was built to simulate the transportation and distribution of OH species in CAP discharges, which was based on the level set method to dynamically track the propagation of plasma carrier gas in air. A number of important observations were made. Plasma discharges in air in the absence of external opposing forces (i.e. forces which disturbed the flow) followed a straight trajectory with the axial flow leading the propagation of the carrier gas in air. The adhesion between the carrier gas and the nozzle walls induced a retarding force on the carrier gas flow, so the axial flow speed increased to compensate for the loss in the flow rate. A CAP discharge onto a skin layer led to the largest accumulation of OH species at the central part of the exposed area. The size of the exposed area decreased with increasing nozzle-to-skin distance, while the distribution of OH species on the skin (i.e. the shape of the exposed area) was asymmetric. The dispersion of OH species over the skin layer was provided by contour plots. The developed computational model and the obtained results would be useful for future development of plasma medicine using CAPs.
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Appendix A

Here, we presented the generic analytical solution to the one-dimensional (1D) time-dependent diffusion equation and compared the results with our FEM model. For simplicity, we considered the diffusion of species along the \(x\)-axis in the Cartesian coordinate system. However, the present derivation could be further extended by the interested readers to a 3D coordinate system. The partial differential equation (PDE) that described the diffusion process (along the \(x\)-axis) was

\[
\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x^2} \tag{A1}
\]

where \(c\) was the concentration of the OH species that could be simply represented as \(c(x,t)\) and \(D\) was the diffusion coefficient. The boundary conditions could be written as

\[
c(x,0) = C_0(x) \tag{A2}
\]
\[
c(0,t) = c_L(t) \tag{A3}
\]
\[
c(x_{\text{max}}, t) = c_R(t). \tag{A4}
\]

The modeled geometry had a length from 0 to \(x_{\text{max}}\). For convenience, the modeled domain was assumed to start on the left (i.e. \(x = 0\)) while the maximum allowable length for OH species diffusion was at the other end of the modeled domain (i.e. \(x = x_{\text{max}}\)). Here, \(c_L\) and \(c_R\) represented the concentration of OH species at the left and right ends of the modeled domain, respectively. Upon separation of the variables, we obtained

\[
c(x, t) = X(x)\tau(t) \tag{A5}
\]

where \(X(x)\) was only a function of \(x\) and \(\tau(t)\) was only a function of time. Substituting equation (A5) into the right hand side (RHS) of equation (A1) would give

\[
\frac{\partial c}{\partial t} = \frac{\partial [X(x)\tau(t)]}{\partial t} = X(x)\frac{\partial \tau(t)}{\partial t}. \tag{A6}
\]

Similarly, substituting equation (A5) into the left hand side

Figure 11. Spatial distributions of OH species over the skin layer for the flow rate of 1 L min\(^{-1}\) for nozzle-to-skin distances of (a) 3, (b) 4 and (c) 5 mm.

Figure 12. Spatial distributions of OH species over the skin layer for the flow rate of 2 L min\(^{-1}\) for nozzle-to-skin distances of (a) 3, (b) 4 and (c) 5 mm.
The LHS of equation (A1) would give

$$D \frac{\partial^2 c}{\partial x^2} = D \frac{\partial^2 [X(x)\tau(t)]}{\partial x^2} = D \tau(t) \frac{\partial^2 X(x)}{\partial x^2}.$$  \hspace{1cm} (A7)

The relation shown in equation (A1) would then lead to

$$X(x) \frac{\partial \tau(t)}{\partial t} = D \tau(t) \frac{\partial^2 X(x)}{\partial x^2}. \hspace{1cm} (A8)$$

Since $X(x)$ was only a function of distance and $\tau(t)$ was only a function of time, these variables could be separated as

$$\frac{1}{D \tau(t)} \frac{\partial \tau(t)}{\partial t} = \frac{1}{X(x)} \frac{\partial^2 X(x)}{\partial x^2}. \hspace{1cm} (A9)$$

The LHS and RHS of the equation shown in equation (A9) were functions of time and distance, respectively, which could thus be equated to a constant, denoted here as $-\alpha^2$:

$$\frac{1}{D \tau(t)} \frac{\partial \tau(t)}{\partial t} = -\alpha^2 \hspace{1cm} (A10)$$

$$\frac{1}{X(x)} \frac{\partial^2 X(x)}{\partial x^2} = -\alpha^2. \hspace{1cm} (A11)$$

The general solutions to equations (A10) and (A11) were

$$\tau(t) = Ae^{-\alpha^2 Dt} \hspace{1cm} (A12)$$

$$X(x) = [B \sin(\alpha x) + C \cos(\alpha x)]. \hspace{1cm} (A13)$$

The general solution to equation (A11) could be found using an auxiliary function. The obtained root would be imaginary. Using the general solution, $c(x, t)$ could be represented via substituting equations (A12) and (A13) as

$$c(x, t) = \tau(t)X(x) = Ae^{-\alpha^2 Dt}[B \sin(\alpha x) + C \cos(\alpha x)]. \hspace{1cm} (A14)$$

Equation (A14) could be further presented with constants $C_1$ and $C_2$ as

$$c(x, t) = e^{-\alpha^2 Dt}[C_1 \sin(\alpha x) + C_2 \cos(\alpha x)] \hspace{1cm} (A15)$$

assuming $c(0, t) = 0, C_2 = 0$. Similarly, when $c(x_{\text{max}}, t) = 0$ was assumed,

$$c(x, t) = \sum_{n=1}^{\infty} B_n e^{-\alpha^2Dt} \sin(\alpha_n x) \hspace{1cm} (A16)$$

where $\alpha_n = n\pi/x_{\text{max}}$. $c(x, t)$ was further rewritten as

$$c(x, t) = v(x, t) + w(x). \hspace{1cm} (A17)$$

Since $v(0, t) = 0$ and $v(x_{\text{max}}, t) = 0$, $w(0) = c(0, t) - v(0, t) = c_L - 0 = c_L$; and for $x_{\text{max}}, w(x_{\text{max}}) = c(x_{\text{max}}, t) - v(x_{\text{max}}, t) = c_R - 0 = c_R$. Hence, $w(0) = c_L$ and $w(x_{\text{max}}) = c_R$. It was noted that $w$ was only a function of $x$, so
\[ \frac{\partial w}{\partial t} = 0, \]  
and thus  
\[ D \frac{\partial^2 w}{\partial x^2} = 0. \]  
\hspace{1cm} (A18)

By integrating equation (A17) twice and applying the boundary conditions as \( w(0) = c_L \) and \( w(v_{\text{max}}) = c_R \), the solution to \( w(x) \) was found as  
\[ w(x) = \left( \frac{c_R - c_L}{x_{\text{max}}} \right)x + c_L. \]  
\hspace{1cm} (A19)

Using the relation proposed in equation (A17),  
\[ c(x, t) = v(x, t) + w(x) = \sum_{n=1}^{\infty} B_n e^{-\frac{m^2 x^2}{x_{\text{max}}}} \sin \left( \frac{n \pi x}{x_{\text{max}}} \right) \]  
\[ + \left( \frac{c_R - c_L}{x_{\text{max}}} \right)x + c_L. \]  
\hspace{1cm} (A20)

The expression for \( v(x, t) \) represented the transient (i.e., time-dependent) term, whereas the expression for \( w(x) \) represented the steady-state part of equation (A20). Assuming that \( c(x,0) = C_0 \), where \( C_0 \) was a constant, the terms \( B_n \) could be presented as  
\[ B_n = \frac{2}{x_{\text{max}}} \int_0^{x_{\text{max}}} (f(x) - w(x)) \sin \left( \frac{n \pi x}{x_{\text{max}}} \right) dx \]  
\[ n = 1, 2, 3, \ldots. \]  
\hspace{1cm} (A21)

In equation (A20), the summation term went to infinity, which was in fact not feasible. Based on our analysis for \( t = 0 \), \( c_L = 0 \) and \( c_R = 0.5 \), we presented the results for different \( n \) values. At \( t = 0 \), the normalized concentration should be unity. The results shown in figure A1 showed that a good and reliable convergence could be achieved for \( n = 500 \).
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